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In this article, we propose a Latent Dirichlet Allocation– (LDA) based topic-graph probabilistic personaliza-

tion model for Web search. This model represents a user graph in a latent topic graph and simultaneously

estimates the probabilities that the user is interested in the topics, as well as the probabilities that the user is

not interested in the topics. For a given query issued by the user, the webpages that have higher relevancy

to the interested topics are promoted, and the webpages more relevant to the non-interesting topics are pe-

nalized. In particular, we simulate a user’s search intent by building two profiles: A positive user profile for

the probabilities of the user is interested in the topics and a corresponding negative user profile for the prob-

abilities of being not interested in the the topics. The profiles are estimated based on the user’s search logs.

A clicked webpage is assumed to include interesting topics. A skipped (viewed but not clicked) webpage is

assumed to cover some non-interesting topics to the user. Such estimations are performed in the latent topic

space generated by LDA. Moreover, a new approach is proposed to estimate the correlation between a given

query and the user’s search history so as to determine how much personalization should be considered for

the query. We compare our proposed models with several strong baselines including state-of-the-art person-

alization approaches. Experiments conducted on a large-scale real user search log collection illustrate the

effectiveness of the proposed models.
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1 INTRODUCTION AND MOTIVATION

With the rapid growth of Internet technologies, more and more people rely on the Internet for
searching [36], networking [24], shopping [21, 45], and so on. According to the July 2020 Internet
usage statistics,1 there are over 4.57 billion Internet users all over theworld.Meanwhile, these users
have various information needs, whichmeans different users require different information through
the Internet. Therefore, there is a high demand for personalization that aims to provide satisfied
results for individual users [3, 10]. In this article, we focus on the problem of personalization in
Information Retrieval (IR). Given an input query, a traditional search engine returns a ranked
list of documents for all users. For example, given a query “java,” a list of webpages returned by a
search engine is shown in Table 1.
Different users expect to locate different documents. Some people may be looking for the pro-

gramming language “java” and othersmay be interested in the “java” island. Providing the identical
search results is not able to satisfy all the users. A document is relevant or non-relevant to a query
should be dependent on the users. It could be relevant to a query for some users, but non-relevant
to the same query for the other users. In Table 1’s example, the users who are interested in the
java island need to go through the top ranked but non-interesting documents before reaching the
relevant document. The purpose of this article is to model the personalized relevancy between a
document and a query for a given user.
Although the personalized approaches are known to be effective in many IR applications, how

to represent a user’s search history and how to integrate the user information into the query-
document matching remain largely unexplored. In fact, how to properly represent a “user” is very
critical, since it is impossible to track all users’ real information and intentions at the time the users
are inputing the queries. Query logs are usually used in analyzing the users for personalization [65,
72]. Query logs store the users’ search histories, including the users’ queries, the users’ viewed and
clicked behaviours. And the query logs are feasible to be collected by the search engine companies.
In this article, we analyze the query logs and build user profiles based on the users’ search histories.
Researchers have investigated matching a user (via query logs), a query issued by the user, and

a given document with different approaches [35, 39, 47, 56]. One group of these approaches is to
match term by term, where the user is represented as a list of the user’s possibly interested terms
[39]. However, the term space could be very sparse, which results in the overfitting issues for
the personalization approaches. So some other techniques are proposed and try to deal with these
issues. Another group of the approaches is to match the user, the query and the document through
topics, where the users’ interests are represented by topics. The ambiguous matching provides a
more flexible way for search personalization. The document categories are commonly adopted as
topics. Sontag et al. [56] and Liu et al. [35] used the pre-classified google news topic categories
(e.g., “world,” “sport,” “entertainment”). Among these approaches, the users’ interested topics are
modelled and further matched with the queries and the documents’ topics.
In this article, we model both the users’ interested topics and their not-interested topics. The

users and topics can be considered as a graph [7] as shown in Figure 1. A user is connected with

1https://www.statista.com/statistics/617136/digital-population-worldwide/.
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Table 1. A Ranking List Example

Ranking Webpage Content

No. 1 Java - Official Site: Get the latest Java Software and explore how Java

technology provides a better ...
No. 2 Download free java software
No. 3 java SE Downloads | Oracle Technology Network | Oracle
No. 4 Welcome | java.net: java.net is the source for Java Technology Collaboration
No. 5 Java - Wikipedia, the free encyclopedia: Java (Indonesian: Jawa) is an island of

Indonesia. ...
No. 6 Java (programming language) - Wikipedia, the free encyclopedia: Java is a

computer programming language that is concurrent, class-based, object-oriented,
and specifically designed to ...

Fig. 1. The user and topic graph. The red solid lines represent the users’ interested topics, and the

green dashed lines represent the users’ non-interested topics.

his/her similar users, who are more likely to share the same search interests. As the user connec-
tions are not explicit, we can implicitly represent such connections by the topics [66]. The users
are all connected with their interested/non-interested topics. We aim to build a positive profile
and a negative profile for a given user. Since the behaviours on the Internet only show a small
portion of their real intentions. It would be more precise if we can use as much information as
possible when modelling the user. In our earlier example shown in Table 1, a user might be look-
ing for “java island” when the input query is “java”. Such intentions would be expressed by the
user’s clicking on the fifth document and skipped the rest of the documents. In this case, the user
is more likely to be interested in the topic “java island” and not interested in “java programming
language”.
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In more details, we represent and match the users, queries, and documents in both the latent
topic space and the word space. The topic probabilities provide an explicit representation of a doc-
ument, where each document is associated with some latent topics and the topics are associated
with some words. We further represent the users by the latent topics. In particular, we use Latent
Dirichlet Allocation (LDA) [4], which is a generative model that extracts the hidden topic in-
formation from a document collection, and the topic distribution is assumed to have a Dirichlet
prior.
The major contributions of this article are as follows:

(1) We propose a personalized probabilistic framework that explicitly study the relevancy of
a document, a query and a user. It directly builds the users’ positive and negative profiles
based on the users’ interested topics and the users’ non-interesting topics from query logs.

(a) The proposed model estimates the document-query matching for the user in the latent
topic space based on LDA, and also considers how much we should trust the personaliza-
tion process by modelling the relevancy of a query to a user in the word space. To the best
of our knowledge, this is the first work that directly estimates the relevancy of a query to
a user, and first query-document-user matching in both a latent topic space as well as a
term space.

(b) In addition, we further propose two strategies to build the users’ negative profiles, the
subtraction strategy and the orthogonal projection strategy. The intuition is that the user
may skip a document if it shares some similar topics with the clicked documents. Topics
in such skipped documents should not be considered in the user’s negative profile.

(2) We conduct experiments on the real personalized web search query-log dataset to show that
our proposed framework consistently outperforms baseline methods.

The organization of this article is as follows. In Section 2, we discuss prior related work. In
Section 3, we present a personalized probabilistic model that matches the user, a query and a
document in both the latent topic and the word space. Two strategies are further proposed to
process the users’ profiles in Section 4. The experimental settings are introduced in Section 5. In
Section 6, we conduct experiments to illustrate the proposed model on a commercial search engine
corpus. In Section 6, we conclude our findings and discuss several possible future directions.

2 RELATEDWORK

In Information Retrieval, probabilistic models [20, 25, 30, 31, 48] have been investigated for years.
Though there are many variations of probabilistic information retrieval models, a basic assump-
tion is that the terms distribute differently in the relevant documents and the irrelevant documents
[73, 75]. The probabilistic models usually aim to rank documents in a way that the probability of
the query terms’ relevancy to a document is maximized and the probability of the query terms’
irrelevancy to a document is minimized. In this article, we start from the basic ideas of the proba-
bilistic models, and propose to adapt such ideas in the scope of personalization.
Personalized approaches are recognized to have improved retrieval performance in many IR

applications [8, 13, 16, 32, 37, 38]. Most of these approaches tend to represent users with simplified
user profiles (often based on historic interests), enabling the efficient calculation of personalized
ranked lists [57]. Previous work includes the users editing their profiles manually, or to represent
a user profile in terms of manual social tags [62]. However, different from personalization in other
areas [74], using the users’ real-world profile was found to be very challenging in IR [76]. Therefore
the implicit user profiles [42, 61] are largely investigated, such as building a user ontology [60], a
personalized weight assignment vector [28]. Some previous approaches consider users’ short-term
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interests [11, 23, 70], while some focus long-term interests [59], or both long-term and short-term
[9]. Our method will work on all of the available user behaviors, and thus focus on long-term
interests. Five personalized search strategies (including two click-based and three profile-based
ones) are evaluated in Reference [17], and the best strategy assumes the web pages frequently
clicked by a user in the past are more relevant to the user than those seldom clicked. This article is
inspired by the user historical behaviors, and aim to automatically extract the latent user profiles
learned from the users’ click graph.
In a click graph, clicked documents are widely utilized to characterize the users’ search interests

[2, 5]. Moreover, skipped documents can provide additional information to the clicked ones, and
have also been studied in some web search tasks [18, 33, 53, 55]. However, it remains a challenge
on how to better utilize such clicked and skipped information in personalized search. Previous
work has incorporated a document’s skip information into learning to interpret user behaviors as
the document’s features [1], or as the target (1 for click and −1 or skip) in learning to rank models
[41, 68, 71]. In this article, we directly model both the clicked and skipped documents in the user
profiles. We assume that for a given query the clicked documents reflect a user’s interests and
the skipped documents contain information that the user is not interested in. Then, we explicitly
build probabilistic user positive profiles with the clicked documents, and negative profiles with
the skipped documents.
To summarize the users’ click graph into user profiles, users are often represented as cate-

gorized topics [56], or latent topics [54]. The limitation of using categorized topics for person-
alization is that many documents may not contain the topics covered in the ontology, and the
human-generated topics require expensive manual effort to determine the correct categories for
each document [64]. However, latent topics are learned from document contents, such as word
embedding and topic modeling [12], providing a natural way to reduce the dimension of the user
related documents into summarized user profiles. Recently, deep learning approaches are proposed
to learn the vector representations of words and documents. For example, BERT [14] is pre-trained
on predicting the masked words in the sentence, and then fine-tuned on a specific task such as
query-answering. The item representation can be learned by a multi-layer RGCN with the encode-
decode paradigm by minimizing the reconstruction loss [52]. In this article, the user profiles are
built in an unsupervised manner. Deep generative models have been proposed based on the Varia-
tional Autoencoder [34, 46], Generative adversarial networks [22], Attention-based Aspect Extrac-
tion [26], and so on. LDA is a topic modeling approach with a three-level hierarchical Bayesian
model, in which each item of a collection is modeled as a finite mixture over an underlying set
of topics [4, 6, 27, 50]. LDA has been employed in personalized search to extract latent topics for
building user profiles [15, 44, 51, 64]. Although such approaches enable the efficient calculation
of personalized ranked lists, they did not make full use of all the information. In this article, we
incorporate LDA to generate latent topic representations, and investigate the effect of considering
both the user interested and not-interested contents in IR personalization.

3 AN LDA-BASED PERSONALIZED MODEL

When a user issues a query to a search engine, (s)he may click some top ranked documents and
skip the others. In this article, we assume that the clicked documents contain the interesting topics
to the user’s information need, and the non-clicked documents cover some non-interesting topics
to the user’s information need.
Given a user’s query, we aim to locate the documents that have a higher probability of being

relevant to the user’s query, denoted as P (R = 1|d,q,U ), as well as a lower probability of being
non-relevant to the user’s query, P (R = 0|d,q,U ), where U is the user, q is the query, and d is a
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given document. A personalized ranking score can be defined as

Score (d |q,U ) =
P (R = 1|d,q,U )

P (R = 0|d,q,U )

=
P (d |R = 1,q,U )

P (d |R = 0,q,U )
· P (R = 1|q,U )

P (R = 0|q,U )

= f (d,q,U ) · д(q,U ),

(1)

where P (d |R = 1,q,U ) and P (d |R = 0,q,U ) are the probabilities of retrieving a relevant or non-
relevant document d for U and q. P (R = 1|q,U ) and P (R = 0|q,U ) are the previous probabilities
of retrieving a relevant or non-relevant document for U and q correspondingly. In the rest of the

article, we denote
P (d |R=1,q,U )
P (d |R=0,q,U ) as f (d,q,U ), and

P (R=1 |q,U )
P (R=0 |q,U ) asд(q,U ) for simplicity.We can see that

f (d,q,U ) matches a document and a user’s query, and д(q,U ) indicates the relevancy between a
query and a user. In Sections 3.1 and 3.2, we will propose approaches to estimate f (d,q,U ) and
д(q,U ) correspondingly. In Section 3.3, the estimation of Score (d |q,U ) is combined with the non-
personalized weighting model.

3.1 Document-Query Matching for the User

In this article, we match the document and the user’s interests in the latent topic space to estimate
f (d,q,U ). We first build LDA topics for all the documents, which generate the topic distributions
on each document P (Tk |d ) and the word distributions for each topic P (w |Tk ), where Tk represent
a latent topic. The details about the LDA model are described in Section 3.1.2.

The probability of retrieving a relevant document P (d |R = 1,q,U ) can be estimated in the topic
space by

P (d |R = 1,q,U ) ∝
∑
k

P (d |Tk )P (Tk |R = 1,q,U )

=
∑
k

P (d )

P (Tk )
P (Tk |d )P (Tk |R = 1,q,U ),

where P (d ) is the probability of generating a document, P (Tk ) is the probability of generating a
topic, and P (Tk |R = 1,q,U ) is the probability of generating a topic from the contents that relevant
to the user’s query. We assume P (d ) and P (Tk ) are uniformly distributed in the collection. Thus
P (d )
P (Tk )

is a constant, denoted as C1. Then P (d |R = 1,q,U ) could be obtained by

P (d |R = 1,q,U ) ∝ C1 ·
∑
k

P (Tk |d )P (Tk |R = 1,q,U ).

Similarly, the probability to retrieve a non-relevant document is

P (d |R = 0,q,U ) ∝ C1 ·
∑
k

P (Tk |d )P (Tk |R = 0,q,U ),

where P (Tk |R = 0,q,U ) is the probability of generating a topic from the contents that are non-
relevant to the user’s query.
Therefore, f (d,q,U ) can be estimated as

f (d,q,U ) =

∑
k P (Tk |d )P (Tk |R = 1,q,U )∑
k P (Tk |d )P (Tk |R = 0,q,U )

. (2)

P (Tk |d ) is obtained from the LDA model. Then we need to further analyze the probabilities
P (Tk |R = 1,q,U ) and P (Tk |R = 0,q,U ). The probability could be estimated via bayesian approach
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as the following

P (Tk |R = 1,q,U ) =
P (Tk |R = 1,U )P (q |Tk ,R = 1,U )∑
j P (Tj |R = 1,U )P (q |Tj ,R = 1,U )

=
P (Tk |R = 1,U )P (q |Tk )∑
j P (Tj |R = 1,U )P (q |Tj ) .

(3)

Here it is assumed that the probability of generating a query from a topic is independent from
the user, thus P (q |Tk ,R = 1,U ) = P (q |Tk ,R = 0,U ) = P (q |Tk ). P (q |Tk ) could be estimated by a
unigram or n-gram language model from P (w |Tk ), where w is a word in query q. P (Tk |R = 1,U )
is the probability of generating a topic from the contents relevant to the user. Similiarly, we can
derive P (Tk |R = 0,q,U ) as

P (Tk |R = 0,q,U ) =
P (Tk |R = 0,U )P (q |Tk )∑
j P (Tj |R = 0,U )P (q |Tj ) , (4)

where P (Tk |R = 0,U ) is the probability of generating a topic from the contents non-relevant
to the user. Then we apply Equation (3) and (4) in Equation (2) for estimating f (d,q,U ). Both
P (Tk |R = 1,U ) and P (Tk |R = 0,U ) depend on the user, and independent from the current query
and the current document. Therefore, P (Tk |R = 1,U ) and P (Tk |R = 0,U ) are the user’s positive
and negative profiles that we intend to build from the user’s previous query logs. In Section 3.1.1,
we discuss how to build these user profiles from the user’s search log. Then, in Section 3.1.2, we
briefly introduce the core ideas of LDA.

3.1.1 Building the User Profiles. Our intuition is that a user only clicks on the documents rele-
vant to the user and ignores the documents that are not relevant to the user, though these ignored
documents could be ranked high. This is because the information needs for various users are dif-
ferent and the generalized search tends to find documents that can satisfy all users.
We build a positive user profile {P (Tk |R = 1,U )}K

k=1
, which has positively effects toward the

user’s search interests, as well as a negative user profile {P (Tk |R = 0,U )}K
k=1

, which reflects the
topics that the user does not like to click. K is the dimension of the topic space. Both profiles are
in the form of a vector of length K and the values are from the user’s previous queries. We denote
the user’s previous queries as {r1, . . . , rl , . . . , rL }. The positive user profile on the kth topic is

P (Tk |R = 1,U ) ∝
∑
l

P (Tk |R = 1, rl ,U ) · P (rl |U ), (5)

where P (Tk |R = 1, rl ,U ) is the probability of generating a topic from the contents that are relevant
to a user’s previous query rl , and P (rl |U ) is the probability of the user issues the query.We estimate
P (rl |U ) as the number of times that the user issues the query rl divided by the total number of
queries issued by the user,

P (rl |U ) =
1

L

L∑
i=1

1ri=rl .

Correspondingly, the negative user profile is

P (Tk |R = 0,U ) ∝
∑
l

P (Tk |R = 0, rl ,U ) · P (rl |U ), (6)

where P (Tk |R = 0, rl ,U ) is the probability of generating a topic from the contents that are non-
relevant to a user’s previous query rl .

The clicking event on documents for a previous query shows that the user has found the in-
terested topics. We assume that the skipped documents contain some topics that the user is not
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Fig. 2. Plate notation for the LDA model.

interested in. For a query rl , a list of documents were given { (dl,1, cl,1), . . . , (dl,mi
, cl,mk

) }, where
cl, j ∈ {0, 1} represents whether U clicked dl,k ( cl,k = 1) or skipped dl,k ( cl,k = 0). We estimate
P (Tk |R = 1, rl ,U ) in Equation (5) and P (Tk |R = 0, rl ,U ) in Equation (6) by the average of document
topics over the clicked documents or the skipped documents, respectively,

P (Tj |R = 1, rl ,U ) =

∑
k P (Tj |dl,k ) · 1cl,k=1∑

k 1cl,k=1
, (7)

P (Tj |R = 0, rl ,U ) =

∑
k P (Tj |dl,k ) · 1cl,k=0∑

k 1cl,k=0
. (8)

P (Tj |dl,k ) can be obtained from the LDA model. By applying the above formula in Equations (5)
and (6), we build the user profiles from the previous queries and the corresponding click events.
For the same user, there might be non-zero probabilities for the same topic in both the positive
profile and the negative profile. In this approach, we expect that there is a significant difference
between these two profiles in those topics that the user has a strong preferences. If the user is very
interested in a topic, then the probability of this topic in the positive profile will be much larger
than the negative profile

3.1.2 Latent Dirichlet Allocation. In this article, the latent topics are built by the LDAmodel [4],
which assumes the following generative process for each document d in a document collection D:

• Choose a multinomial distribution ΦT for each topic T from a Dirichlet distribution with
hyperparameter β . β is the parameter of the uniform Dirichlet prior on the per-topic word
distribution.
• Choose a multinomial distribution θd for each topic d from a Dirichlet distribution with
hyperparameter α . α is the parameter of the uniform Dirichlet prior on the per-document
topic distributions.
• For each wordw in document d , choose a topicTk ∼ Multinomial (θd ) and choose the word
w from the multinomial distribution of φTk .

Thus, the probability of generating the collection D is given as following:

P (d1, . . . ,d |D | |α , β )

=

� K∏
T=1

P (φT |β )
|D |∏
d=1

P (θd |α ) ��
�

Nd∏
i=1

K∑
Ti=1

P (wi |T ,φ)��
�
dθdφ.

where |D | is the number of documents in dataset D, Nd is the number of words in document d , K
is the number of topics in the LDA model. Figure 2 depicts the plate notation for the LDA model,
which can capture the dependencies among all the variables. α and β can be estimated via the Ex-
pectation maximization algorithm or Gibbs sampling [67]. In this article, we use online LDA with
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Gibbs sampling for parameter estimation due to the large size of the dataset. The following prob-
abilities can be generated from LDA: P (T |d ), P (w |T ), and P (T ). In particular, the corresponding
probabilities are obtained using vowpal_wabbit2 package.

3.2 Relevancy of a Query to the User

In a traditional binary model, the relevancy between a query and a user д(q,U ) is usually ignored,
since it does not contain the document information. In this article, we argue that if a query is more
relevant to the user, then we should emphasis more on personalization for matching this query
with the document. However, if this query is less relevant to the user, then the user profile does not
benefit much while ranking the documents. This component will judge whether a query should be
return more personalized results or non-personalized results. To estimate д(q,U ), we match query
q with the user’s search logs. First, д(q,U ) can be written as

д(q,U ) =
P (q |R = 1,U )

P (q |R = 0,U )
· P (R = 1,U )

P (R = 0,U )

= CU · P (q |R = 1,U )

P (q |R = 0,U )
,

where P (R=1,U )
P (R=0,U ) is constant for a given user, denoted as CU . P (q |R = 1,U ) and P (q |R = 0,U ) are

the probabilities of generating the query from the contents that are relevant or non-relevant to
the user, respectively. We build a unigram model of q on all the previous clicked documents to
estimate P (q |R = 1,U ) as follows:

P (q |R = 1,U ) = Πw ∈qP (w |U clicked documents )

= Πw ∈q
∑
l,k count (w,dl,k ) · 1cl,k=1∑

l,k |dl,k | · 1cl,k=1
∝
∑
l,k count (w,dl,k ) · 1cl,k=1 + μ · P (w |Co)∑

l,k |dl,k | · 1cl,k=1 + μ
,

where count (w,dl,k ) is the number ofw ’s occurrences in dl,k and |dl,k | is the length of document
dl,k . If one of the query terms w does not appear in the user’s previous clicked documents, then
P (q |R = 1,U ) equals zero. Therefore, we use Dirichlet smoothing approach to assign a non-zero
probability in the third step of the above formula, where P (w |Co) is the probability of seeing term
w over the whole collection and μ is the smoothing parameter in Dirichlet approach. We also build
a smoothed unigram model of q on all the previous skipped documents to estimate P (q |R = 0,U ),

P (q |R = 0,U ) ∝
∑
l,k count (w,dl,k ) · 1cl,k=0 + μ · P (w |Co)∑

l,k |dl,k | · 1cl,k=0 + μ
.

Then we can get an estimation of д(q,U ) based on the user’s searching history.

3.3 A Linearly Integrated Personalization Model with Non-linear Normalization

A linear combination is often applied to integrate the personalized score with the non-personalized
score [40]. In this section, we linearly combine the personalized model f (d,q,U ) · д(q,U ) =
P (R=1 |d,q,U )
P (R=0 |d,q,U ) with the original ranking score (ORS). The ORS is the non-personalized ranking

score used in the search engine. In this article, we do not focusmuch on the non-personalized score.
So we regard the non-personalized weighting as a black box that has already been optimized and

2https://github.com/JohnLangford/vowpal_wabbit/wiki/Latent-Dirichlet-Allocation.
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Fig. 3. The inverse trigonometric function for normalization.

use ORS directly in our model. A linearly integrated personalization (LLP)model is shown as
follows,

LLP (d,q,U ) = (1 − λ) · h(ORS (d,q)) + λ · h( f (d,q,U ) · д(q,U )), (9)

where λ is the balancing parameter ranging from 0 to 1. To have the same schema, bothORS (d,q)
and f (d,q,U ) ·д(q,U ) are normalized to be between 0 and 1 by a normalization functionh(·). Since
д(q,U ) is not related to the document d , a linear normalization approach would make д(q,U ) in-
effective. Thereby, we adopt inverse trigonometric function, which has been applied as a normal-
ization approach in Neural Network,

h(x ) = arctan(x ) · 2
π
,

where x > 0 is an input real number, arctan(x ) is the inverse trigonometric function, and h(x )
is our non-linear normalization function. Figure 3 shows the shape of h(x ). We can see that the
domain of h(x ) is [0,+∞), and the corresponding range of h(x ) is [0, 1).

This non-linear function h(·) balances the user’s interestingness and non-interestingness.
f (d,q,U ) and д(q,U ) are both ratios of probabilities, and therefore range in (0,∞). When both
f (d,q,U ) and д(q,U ) equal 1, the probability o_ the document relevant to the user and query is
the same as non-relevant. In this case, the personalization component should be neutral, and the
corresponding normalized value should be 0.5. We can see that h(1) = 0.5, which is consistent
with such heuristics. The more interesting documents have scores in the range of (0.5, 1), and the
less interesting documents have scores in the range of (0, 0.5).

4 TWO STRATEGIES FOR BUILDING USER’S NEGATIVE PROFILE

Given a query and a document list presented to the user, there are various reasons that a user
skips a document rather than the skipped document is not interesting to the user. For instance, a
document ds contains the topics that are interesting to the user. But these topics are covered by
the another document dc . Then the user might skip ds and click on dc . For another example, the
document ds outlines a few topics where one topic is interesting but the other topics are not so
interesting. The user might skip ds and click on a document that describes the interesting topic
more precisely. Since we are studying the users in the latent topic space, we are able to distinguish
these documents in terms of their topic distributions.
Therefore, we need to further process the user’s negative profile, in case we broadly regard all

topics in the skipped documents as “not-interesting.” Intuitively, for a given query, if the skipped
documents share some similar topics with the clicked documents, then these topics should not
be considered in the user’s negative topic profile. Given a query issued by the user, the interest-
ing topics and not-interesting topics are represented as two vectors in the latent topic space, see
Equations (7) and (8). These two vectors are manipulated by the strategies in this Section. For
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query rl , we denote the interesting topic vector P (Tj |R = 1, rl ,U ) obtained from Equation (7)
as A = (a1,a2, . . . ,at ), and denote the not-interesting topic vector P (Tj |R = 0, rl ,U ) from
Equation (8) as B = (b1,b2, . . . ,bt ), where t is the number of latent topics. t is determined by
the LDA model parameter settings, which will be discussed in Section 5.3. Suppose the new non-
interesting topic vector is B′ = (b ′1,b

′
2, . . . ,b

′
t ). Here we present two strategies to eliminate the

not-interesting topics that are covered by the interesting topics.

• Subtraction Strategy One strategy is to directly use the difference between vector A and B.
Meanwhile, b ′i should be non-negative, since b ′i represents how much the user is not inter-
ested in the ith topic,

b ′i =max {bi − ai , 0}.
• Orthogonal Projection Strategy In this strategy, we use orthogonal decomposition to define
the B′. We first find the hyperplane that is perpendicular to the vector A, and then project
the vector B onto this hyperplane,

b ′i =max

{
bi −

∑t
i=1 aibi∑t
i=1 a

2
i

· ai , 0
}
.

Then we use B′ as the new non-interesting topic vector, and the interesting topic vector A
remains the same. Each of these two strategies has its advantages. Subtraction strategy processes
the profile vectors in a heuristic way. It focuses more on the values of the vectors. A negative
profile with a small value would easily be fully covered by a positive profile with a large value.
Under orthogonal projection strategy, the negative profile vector would have a non-zero projection
as long as there is a non-zero angle between the positive and negative profile vectors. These two
strategies are applied to the proposed LLP model. The corresponding new models are denoted as
LLP-Subtraction and LLP-Projection.

5 IMPLEMENTATION AND EXPERIMENTS

Our experiments are conducted on a large-scale set of real user search logs from Yahoo! search. The
corpus contains user query logs for a three months period, from August 1 to October 31, 2013. The
users’ search activities are collected, including the B-cookie,3 query, timestamp, top 10 returned
URLs and the corresponding user clicks. We focus on the users with a good number of queries for
personalization. So we filter users by the number of issued queries with click event during these
three months period. The queries are user issued full queries. It is recognized that too frequent B-
cookies are more likely to be non-personal user, and personalized modeling on those users will not
be reliable. Since the model requires user history behavior information to build profiles, we select
users whose click frequency range between 300 and 5,000. Then we randomly select 100 frequent
users, which include 76,640 queries with clicks. We extract all related URLs (top 10 returned URLs
for these queries) as the document collection, which contains 551,358 records.
Since we aim to investigate the contents of the webpages, the URLs are crawled. We first extract

the title, main text, and meta data from the webpages. Then in every field, each term is stemmed
using Porter’s English stemmer, and standard English stopwords are removed. An LDA model is
built based on the processed documents.
To evaluate the generalized performance of our proposed models, the collection is splitted into

a training set, a validation set and a testing set. The clicked documents are regard as ground truth.
If more than 1 queries are clicked, then they are all regarded as ground truth. The statistics of the
collection is shown in Table 2. The time format is Month/Date/Year. The training set contains two

3B-cookie is adopted as anonymous user id.
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Table 2. Collection Statistics

Duration No. of queries

Training Set 08/01/2013–09/31/2013 53,923
Validation Set 10/01/2013–10/15/2013 12,023
Testing Set 10/16/2013–10/31/2013 10,694

Total 08/01/2013–10/31/2013 76,640

Fig. 4. The framework of the proposed model.

month query logs. Each of the validation and the testing set contains half of a month query logs
of the same users. Personalizing search results based on long-term profiles is difficult, since users’
interests can vary greatly over long time periods [6, 17]. The navigational queries (the goal is to go
to specific known website URL) [49] are filtered on the validating set and testing set. Here, the nav-
igational query list is maintained by the search engine company. We keep the navigational queries
in the training set, because the topics related to the navigational queries are also interested to the
user and therefore the interestingness can be in addition to the user training profiles. Significant
tests use paired t-test with the significance levels of 0.05 and 0.01.

5.1 Models in Evaluation and Comparison

To evaluate whether we should consider the users’ non-interesting topics in personalization,
we compare our models with five well-performed approaches, including state-of-the-art per-
sonalization approaches in References [17, 56]. Five personalized strategies are investigated in
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Table 3. Overview of the Improvement Rates over ORS

MRR� P@1� P@3� RScoring�
P-Click +1.267%* +2.525%* +0.925%* +0.425%*

Model1_LDA −5.309% −8.355% −5.782% −3.256%
Model2_LDA −17.405% −20.959% −16.324% −14.113%

Interesting Topics +0.667%* +1.778%* +1.135%* +0.305%*
LLP +1.593%*†‡ +3.450%*†‡ +1.406%*†‡ +0.558%*†‡

LLP-Subtraction +1.427%*†‡ +3.738%*†‡ +2.008%*†‡ +0.598%*†‡
LLP-Projection +1.878%*†‡ +4.388%*†‡ +1.503%*†‡ +0.545%*†‡

*, †, and ‡ indicate significant improvement over ORS, P-Click, and Interesting Topics.

correspondingly with the significance level of p < 0.05.

Reference [17], and we adopted P-Click as one of our baselines, since it has the best performance
in Reference [17]. Some of the inferences we used are similar to the models in Reference [56] (e.g.,
Equation (5)), so we also adopted modified Model1 and Model2 in Reference [56] as baselines. We
evaluate and compare our proposed models with the following models:

• The ORS without personalization: This is the score used in the commercial search engine,
which is a strong baseline usually obtained from a mixture of several optimized approaches.
• The Personal-level Re-ranking (P-Click) model, which has the best performance in Reference
[17]. The model assumes that the webpages that have more frequent clicks by a user in the
past are more relevant to the user. The score is combined with ORS using Borda’s ranking
fusion method [19].
• Model1_LDA: This probabilistic personalization IR model is a direct revision of Model1
in [56]. Model 1 builds the user intent distribution over categorized topics (ODP cate-
gories). Model1 is shown to be effective on the search logs for the Bing search engine.
Model1_LDAdirectly apply Model 1 to latent topics (continuous) instead of categorized top-
ics (discrete).
• Model2_LDA: Similarly toModel1_LDA, thismodel directly appliesModel2 in Reference [56]
to latent topics. Model2 is a background model that reweights Model1 by the generic user
distribution, which is computed by taking the weighted average of the topic distributions
for each of the top-scoring search results.
• The model with only Interesting Latent Topics: Here we use our proposed estimation ap-
proach with only interesting topics, which is the numerator component in Equation (1).

We compare the above baselines with with our proposed models: LLP model in Equation (9), LLP
model with subtraction strategy, and LLPmodel with orthogonal projection strategy. In this article,
we focus on investigating the effect of non-interesting topics in personalization models. For the
model with only Interesting Topics, we estimate all interesting topic probabilities as the methods
in this article. This model share some similar ideas with Model1_LDA, and it is more comparable
to the our proposed LLP models.

5.2 Evaluation Metrics

We evaluate the proposed personalized model by users’ click-through data. The user-clicked web-
pages are regarded as relevant to the query. The re-ranked list from a personalized model is evalu-
ated by comparingwith the user-clickedwebpage. Three evaluationmetrics are applied:Precision
at ranking No. 1 (P@1), Precision at ranking No. 3 (P@3), Mean reciprocal rank (MRR),
and Rank Scoring.
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• The MRR [63] is the mean of the reciprocal of the rank at which the known item was found,

averaged over all the queriesMRR = 1
|Q |
∑ |Q |

i=1
1

ranki
.

• The Rank Scoring has been used to evaluate the personalized Web search accuracy [17, 58] .

The expected utility of a ranked list of webpages is Rs =
∑

i
δ (q,ranki )

2(ranki −1)/(α−1) , where δ (q, ranki )
is 1 if the ith page is clicked and 0 otherwise, and α is set to 5 as in References [17, 58].

The Rank Scoring reflects the utilities of all test queries: R = 100
∑
s Rs

Rmax
s

, where Rmax
s is the

obtained maximum possible utility when all pages that have been clicked appear at the top
of the ranked list.

5.3 Implementation and Parameter Settings

In Figure 4, we show an overview about how to implement our proposed models. A user is shown
at top of the figure, which has a search history containing a series of training queries {r1, r2, . . . , rL }.
Each of the query has 1 or more clicked webpages, as well as 0 or more skipped pages (0 when the
first returned webpage is clicked). The interesting and non-interesting topics are generated from
the clicked and skipped webpages correspondingly. They are the so-called users’ positive and nega-
tive profiles. Also, we collect two bags of words extracted from the clicked and skipped webpages.
These user-related variables are computed offline and stored after the training process. Given a
new query q issued by the same user and a document d , we calculate f (d,q,U ) and д(q,U ) online
with the variables obtained from the training data. f (d,q,U ), matches the topics in d , the distri-
bution of q in the topics, and the users’ positive and negative profiles. д(q,U ) matches the words
in q with the words extracted from the clicked and skipped webpages. Finally, the personalization
score is the product of f (d,q,U ) and д(q,U ), and then integrated with the original ranking score.
In the search engine, this step serves the reranking purpose. The top ranked documents returned
with the original ranking score will be reranked with the additional LLP approaches and presented
to the users.
There are two parameters in the LLP models. λ is the linear combination parameter in LLP

(see Equation (9)) and μ is the smoothing parameter. λ is set to be in {0.05, 0.1, 0.15, 0.2, 0.25, 0.3,
0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.81, 0.9, 0.95, 1}, and μ is set to be in {100, 200,
500, 1000, 2000}. We train a user’s profile on the training set, and validate the parameters λ an
μ on the validation set for each user. Then the optimal parameters are applied on the testing set.
For each user’s query, the top 10 documents returned by the search engine are reranked and eval-
uated.
We build an LDA model on all the crawled webpages. Since the data collection is relatively

large and the topics over the internet are very diverse, we choose 1,000 as the number of topics,
which has been adopted in References [29, 43]. Common settings of parameters are β = 0.01 and
α = 20/(# of topics) , or α = 50/(# of topics) [69]. The smaller alpha indicates the more sparse the
distribution. We use Dirichlet priors in the LDA estimation with α = 0.01 and β = 0.01.

5.4 Overall Performance

The overall performance is shown in Table 3, where each row represents a model. MRR�, P@1�,
P@3�, and Rank Scoring� denote the improvement rates over ORS. ORS is obtained directly from
the search engine. The rest of the models are personalized models, and their performance is com-
pared with ORS. The results are averaged over the users. We compare with several state-of-the-art
personalized models. First, the commercial search engine’s ORS already has good performance.
P-Click personalized ranking model boosts the performance of ORS. Second, we can see that
Model1_LDA and Model2_LDA do not outperform ORS. The results indicate that Model1 and
Model2 are not suitable to be directly applied on the continuous latent topic distributions or not
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Fig. 5. The overall improvement rates with error bars.

suitable for our dataset, although they have very good performance on discrete (categorized) topic
distributions in Reference [56].
In the rest of this article, we will not discuss these two models in detail. Instead, we focus on the

model considering only the interesting topics, which is a different implementation (using the esti-
mations proposed in this article) of Model 1 in Reference [56]. From Table 3, we can see that only
considering the interesting topics in personalization can improve the performance to some extent.
The proposed LLP model outperforms both ORS and the model considering only the interesting
topics model. This indicates that both the interesting or not interesting topics could characterize
the users’ searching intent.We also propose the subtraction strategy and the orthogonal projection
strategy on the LLP model, which are denoted as LLP-Subtraction and LLP-Projection in Table 3.
We can see that all personalization approaches have significant improvement over ORS. Adding
negative profiles (e.g., LLP, LLP-Subtraction, and LLP-Projection) provides additional performance
improvement compared to using only the interesting topics. This indicates the usefulness of the
negative profile. The LLP-based models have the best performance, and the LLP-Subtraction and
LLP-Projection can further improve the LLP model in most of the cases (3 out of 4 metrics). Espe-
cially for the top ranked positions, LLP-Subtraction and LLP-Projection can both outperform LLP
in terms of P@1 and P@3. The significant tests with p-value set as <0.05 show that the P-Click,
Interesting Topics, LLP, LLP-Subtraction, and LLP-Projection can improve the baseline ORS sig-
nificantly, and LLP models further significantly improves the model with only interesting topics.
Therefore, our proposed model are at least comparable to, if not better than, the existing state-of-
the-art personalized models.
In addition, we plot the improvement rates with error bars in Figure 5. We can observe that the

error bar of Interesting Topics does not overlap with error bars of LLP models. It shows that the
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Fig. 6. Parameter Sensitivity with λ for LLP .

LLP models improve Interesting Topics significantly. Incorporating non-interesting topics can be
useful addition to character users’ search intents.

5.5 Parameter Sensitivity

The balancing parameter λ represents how much personalization affects the overall weighting,
raining from 0 to 1. λ is trained for each user on the validation set. Figure 6 shows how many
times a λ value is selected as optimal for a user for an evaluation metric. Here we look at model
LLP , and the other proposed models have very similar tendencies. We can see that the result are
very extreme that personalization works very well on some user (λ = 1). For some other users, per-
sonalization does not benefit retrieval (λ = 0). Many users benefit both from the personalized and
non-personalized ranking. Based on the fact that the ranking results in ORS are already optimized
in Yahoo! Search, the proposed models can promote the retrieval performance for a large portion
of real users. For the smoothing parameter μ for д(q,U ), the selection of its value does not affect
the ranking performance very much, and we will not discuss the sensitivity for μ in this article.

5.6 Performance with the User Frequencies

Here we group the users by their training query sizes, and study how the user frequency can affect
personalization performance. The groups are user training set with the following queries: {under
300, 301-600, 601-900, above 900}. The results are shown in Figure 7. Due to privacy issues, the
values are normalized where all results are divided by the highest value.We can see from the figure
that all personalized approaches have better performance when the user searches more frequently.
It is because more information is available for users with larger training query sets. Frequent users
are more likely to click on the popular websites. However, personalization is difficult for the less
frequent users, whom we know less information for new queries. For those groups {under 300,
301-600, 601-900}, LLP models generally have more significant improvements. In most of the cases,
LLP-Projection has the best performance, especially on the difficult cases with less information. It
indicates that LLP-Projection is at least comparable to, if not better than, the existing state-of-the-
art personalized models, for different groups of users.
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Fig. 7. Normalized personalization performance with the users’ training set size.

5.7 Performance with theQuery Length

In this section, we analyze how the query length can affect personalization performance. Here
the query length refers to the number of words in a query after stopwords are removed. The
query length statistics are shown in shown in Table 4, and the according normalized results are
in Figure 8. The values in the figure are normalized by being divided by the max value. We can
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Table 4. Query Statistics

QueryLength Percentage in the Testing Set

1 8.35%
2 29.70%
3 22.64%
4 14.65%
>5 24.67%

Table 5. Comparison between F_dqu (LLP without the

Relevancy of aQuery to a User) and LLP

MRR� P@1� P@3� RScoring�
F_dqu +1.392% +3.058% +1.244% +0.481%
LLP +1.593% +3.450% +1.406% +0.558%

see that the personalization models have the best performance when the query length is 1. When
the query length increases, all models have lower accuracy. The possible reason could be that the
longer queries often too specific and occur less frequently. Therefore, the longer queries are often
more difficult. The personalization approaches improve ORS more on the long queries than on the
short queries. LLP-Projection and LLP-Subtraction have higher performance, especially when the
query longer, for example in Figure 8(b), they outperform LLP and other baselines when queries
are longer (include 3, 4, or greater than 5 terms). P-Click is a frequency-based personalization
approach. So it favours more on the queries with length 1. In general, compared to P-Click, the
topic-based approaches can match user, document, and long query by topics rather than exact
match.

5.8 Effect of the Relevancy of a Query to a User

We further study the effect of the relevancy of a query to a user in the model, д(q,U ) in
Equation (1). д(q,U ) is a user-specific parameter controlling how much personalization should
be considered for a query. We consider the model with only the document-query matching for the
user component F_dqu: Here we use our proposed estimation approach with only the f (d,q,U )
component in Equation (1). The results are shown in Table 5. LLP has better performance than
F_dqu, which indicates effectiveness of additionally considering the relevancy of a user to a query.
Please note that д(q,U ) will be different across various users, and even different for the same user
across various queries. However, the global parameter λ in Equation (8) indicates howmuch overall
personalization will be considered for all users and queries. Therefore, д(q,U ) can bring additional
effect to adjust personalization of the proposed model.

5.9 Discussion and Analysis

In this article, our experiments are conducted on a large-scale real user search log dataset from
Yahoo! search engine. The experimental results show that considering the non-interesting topics
is an useful addition to the interesting topics in personalizing the users’ search intent. The pos-
itive profile aggregates interesting topics. Using the negative profile characterizes the boundary
between the interesting and not-interesting topics. These two user profiles describe the users’ his-
tory more accurately. The processing strategies for negative profiles are proposed to remove the
misleading information in the user profiles and therefore further boost the retrieval performance.
LLP-Projection usually has the best performance among all the models. We analyze the perfor-
mance of the models with respect to the user search frequency and query length. The proposed
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Fig. 8. Normalized personalization performance with query length.

models have more performance improvements on the difficult cases when there are insufficient
number of training queries and/or longer queries. The findings would be beneficial for further
applications.
In general, the performance cost for the proposed personalized approach is not high. The pro-

cess for generating latent topics from the collection is conducted offline. During retrieval, we are
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reranking 10 top documents, and the personalized scores are calculated generatively without iter-
ations. It makes our proposed models scalable and relatively fast even on large dataset.

6 CONCLUSIONS AND FUTURE WORK

We first propose a novel model LLP that integrates the users’ personalization information into
the Web search process. In this model, we analyze the users’ search logs and aggregate both the
interesting topic and non-interesting topics for each user over the training queries. For a given
query, the user clicked documents are regarded as the context containing the interesting topics, and
the skipped documents have a higher probability of including some topics that are not interesting
to the user. A positive user profile corresponds to a vector where each element is the probability
of that the user is interested in a topic. A negative user profile contains the probabilities of that
the user is not interested in the topics. Both the positive and negative profiles are then matched
with the new query and the documents for a new personalized ranking list. The parameters used
in the model are obtained by training on the training set and validating on the validation set.
We further argue one of the reasons a user skips a document might be that the clicked docu-

ments include similar topics as in the skipped document. That means the topics in the skipped
document are covered by the clicked documents so that the user does not have to click a similar
document. We propose two strategies to process the document topic representations so that we
can eliminate the interesting topics from the skipped topics for a given query. The experimental
results show the effectiveness of our proposed models and strategies. Our proposed models can
make significant improvements compared with existing approaches, in terms of MRR, P@1, P@3,
and Score Ranking. In addition, our proposed models are robust and can be easily reproduced on
other datasets. This is because the proposed models are not domain specific, and the latent topics
can be generated directly from any given dataset.
There are several future directions of this work. One direction is to analyze non-interesting top-

ics for several groups of users and utilize the group negative profile to boost the personalization
on the individual users. Another direction is to analyze the information of the queries and summa-
rize their behaviours in terms of personalization. Since the proposed model requires enough user
behaviors to build the model, we are currently focusing on the long-term personalization. The
proposed models could be extended to deal with more sparse user data and applied in short-term
(sessional) personalization tasks in the future. Further, the personalized scores can be added to
learning to rank approaches as one of the features. The presentation biases, which might influ-
ence the user behaviors other than user’s interest, can also be studied. Furthermore, the models
proposed in this article can be applied on other datasets can compared with more baselines. We
will also propose novel approaches on LDA to generate latent representations that can better fit
the personalized framework.
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